
Safe and Healthy Work 
in the Digital Age

#EUhealthyworkplaces



Digitalisation: Managing 
Psychosocial Risks

Patricia Murray
Senior Work/Org Psychologist & Inspector
#EUhealthyworkplaces



Digitalisation

• All paid work provided through, on or mediated by an online platform, 
(EU – OSHA 2023)

• Increase in such work globally since 2015-> due to certain specifics in 
Irish corporate system, increase in Ireland

• Benefits and drawbacks – only OSH element is pertinent to H S A

• Within OSH – psychosocial is my theme today



• On-site
• Off-site
• Simple
• Complex
• Cognitive
• Manual
• Team
• Lone

• Hybrids of all of the above: varied and ad hoc -> difficulty classifying the 
worker in usual way

How digitalisation works



• PS Hazards - aspects of the work environment which impact the 
mental wellbeing (social cognitive psychological)  of the individual

• Demands
• Control
• Support
• Relationships
• Role
• Change

• On-line assessment of perceptions by worker groups, of the 
environment regarding these items’ management -WorkPositiveCI

Psychosocial



Research and psychosocial (EU-
OSHA 2022)







Focus on Psychosocial findings

• Supervision/behavior management – demands, control, support, relationships and role 
(highly relational, perceptual, fluctuating, invisible,…> risky

• Allocation of time/tasks/shifts – Highly associated with stress: rushing, juggling, 
concentration, deadlines, effort-reward balance, fairness, ESRI results (2015)

• Performance ratings – stressor across al work types but mediated by relationship, which is 
mediated by the above. Highly psychosocially risky.

• All 3 above are 5 – 10 pc more problematic in digital work.
• *All are also problematic as a potential for work-related stress across all work
• 50/60 pc of all respondents cite workload, autonomy, surveillance and lone working as 

stressors – all known psychosocial hazards.





Solutions?

• OSH Management Systems for non-platform work (2005 Act):

• Risk assessment
• Control measures
• Consultation
• Training
• Management and supervision
• Systems of work
• Conduct and behaviour
• Expertise + Organisational responsibility/ leadership



• Problems of governance – self employed or employees?
• Problems of ownership – legal entity with OSH responsibility
• Defer responsibility for RA and Controls to individuals, not collective
• What ‘organisational culture’ and even location/ central meeting/forum
• What training or development actions/ engagement
• Lack of knowledge and communications of specific task risks
• Lack of new framework for the work area – one size doesn’t fit all

In the Digital working world….



• Employment status and rights/Industrial Relations mechanisms and 
systems aside….

• OSH – regulations and pathways to and use of enforcement
• Psychosocial solutions require each employer to have organisational

ownership and systems of work within its responsibility

• Risk assessment and controls
• Training and upskilling
• Management competency and behaviours

Role of Authorities



• What are the risks?
• How can they be minimized?
• How that they thereafter be made less toxic

• Consultation   - various expert bodies and research/existing operations
• Recruitment
• Training
• Engineering and system-led controls
• Mandatory supports
• Voluntary supports
• Review

•

Sensitive Content Guide



• Demands – clear, fair understood, comms
• Control – equipment, training, teams, standard protocols
• Support – team, supervisor, manager, senior leadership – other?
• Relationships – meetings, consultation, in-person and on-line
• Role – clarity, boundaries, written limits, customer-controls
• Change – communication and records

• A system of work works if it doesn’t harm a person, regardless of their 
age, gender, nationalities etc, while they get their job done. 

Psychosocial in digital & non digital 
work
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Introduction

• Psychology and Human Factors Research
• 15 years at Science Division, Health and 

Safety Executive UK 
• Chartered Human Factors Specialist
• Joined Health and Safety Authority in 

January 2023



Human Factors

“the scientific discipline concerned with the understanding of 
interactions among humans and other elements of a system, and the 
profession that applies theory, principles, data and methods to design 

in order to optimize human well-being and overall system 
performance” [SOURCE: ISO 26800:2011]

Using science design / evaluation of:in the





Aim

Raise awareness:

• Recognise that automation nearly always changes, rather than 
removes, the role of people in a system. The role of people can 
become more difficult > implications for health and safety.

• At some level, people are going to have to monitor, supervise and hold 
responsibility for the performance of the automation. Design, introduce 
and support the automation such that those people can maintain 
awareness of the system.

(Chartered Institute of Ergonomics and Human Factors, 2022:

White Paper: Human Factors in Highly Automated Systems)



Benefits of automation

• Improvements in safety and efficiency
• Reduced operating costs and de-manning
• More consistent performance
• Increased capacity

BUT
Ironies of automation…..(Bainbridge, 1983)



Automation and Human Factors 
Challenges

1. Keep the human in the loop and situationally aware.

2. Avoiding people developing an uncritical sense of trust in the 
system, leading to complacency. 

3. Inadvertently increasing the difficulty and/or mental workload.

(Chartered Institute of Ergonomics and Human Factors, 2022:
White Paper: Human Factors in Highly Automated Systems)



Keeping the human in the loop and 
situationally aware

• March 2018 – pedestrian 
killed by self-driving test 
vehicle

• Pedestrian not classified as 
collision risk

• Design assumed ‘safety 
driver’ would be able to take 
control

• ‘Safety driver’ using mobile 
phone to watch TV



“If you build vehicles where drivers 
are rarely required to respond, 

then they will rarely respond when 
required” 

Peter Hancock, NTSB (2018)

Aerial view of crash location of self-driving vehicle (National Transportation Safety Board, 2018)  



NTSB report conclusions

• “…The vehicle operator’s prolonged visual distraction, a typical 
effect of automation complacency, led to her failure to detect the 
pedestrian in time..”

• “…The Uber Advanced Technologies Group’s inadequate safety 
culture created conditions— including inadequate oversight of 
vehicle operators—that contributed to the circumstances of the 
crash….



Automation and Human Factors 
Challenges

1. Keep the human in the loop and situationally aware.

2. Avoiding people developing an uncritical sense of trust in the 
system, leading to complacency. 

3. Inadvertently increasing the difficulty and/or mental workload.

(Chartered Institute of Ergonomics and Human Factors, 2022:
White Paper: Human Factors in Highly Automated Systems)



Explosion and fire at Buncefield oil 
storage depot, 2005



Increasing difficulty for operators  
Buncefield, 2005

• Supervisors relied heavily on 
Automatic Tank Gauging system

• One screen to display data of 
several storage tanks

• Tank 912 not visible to operators
• Supervisors developed their own 

systems to overcome deficiencies 
in control room information



Increasing difficulty for operators -
Work as imagined vs. work as done

‘Work as imagined’

• Supervisors had other duties as 
well

• Overtime working sometimes led 
to 84 hours

• No fixed breaks were scheduled 

• An additional supervisor would 
result in a loss of income.

• Supervisors monitor the filling 
and emptying of tanks

• Supervisors were ‘blocked’ to 
work five shifts in a row 

• Supervisors take breaks

• Normal to work overtime

‘Work as done’vs.



So…..

• Think of automation as a team member
• Design systems that support operator control 
• Early consideration of role of operator/s – what role and 

responsibility do you want the operator/s to have?



Human Factors Integration Plan
….User-centred approach

1. Specify context of use  - who are the users of the new system and 
what will they be doing?

2. User requirements - With knowledge of hazardous scenarios and 
tasks, what are the user requirements? 

3. Produce design solutions – how should any new equipment be 
designed?

4. Evaluation of designs – Human Reliability Assessment

Human Factors Integration: Implementation in the onshore and offshore industries (HSE, 
2002)



Summary

• Automation can bring significant improvements in safety, efficiency, 
capacity.

• Recognise that automation nearly always changes, rather than 
removes the role of people. It can make their tasks more difficult > 
health and safety impacts.

• Design, introduce and support automation such that people are 
supported.

• Think user-centred approach to safety management – Human 
Factors Integration.



“You cannot change the human 
condition, but you can change the 
conditions under which people work.”

Professor of Psychology, James Reason, 2000
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Elon Musk

“The scariest problem" is artificial 
intelligence — an invention that 
could pose an unappreciated 
"fundamental existential risk for 
human civilisation”.



• Requested by the Senior Labour Inspectors 
Committee (SLIC) committee to chair a group of 
inspectors from across Europe to come up with a 
paper: 

“Digitalisation and the use of 
machinery and robotics using 
artificial intelligence” 





Areas Considered

• Robots, Cobots, Mobots
• Platform Workers
• AI for Recruitment and Management.
• Remote Control of Equipment.
• Wearable and implanted devices



• Artificial intelligence (AI) refers to systems that 
display intelligent behaviour by analysing their 
environment and taking actions – with some degree 
of autonomy – to achieve specific goals. AI-based 
systems can be purely software-based, acting in the 
virtual world (e. g. voice assistants, image analysis 
software, search engines, speech and face 
recognition systems) or AI can be embedded in 
hardware devices (e. g. advanced robots, 
autonomous cars, drones or Internet of Things 
applications).”



Case Study-Wearable Devices



Case Study -Data Processing in Healthcare



Case Study - Remote Control 
(Internet of Things)



AI in traditional Mining and Quarrying



Case Study – Traditional Robot Risk







Platform Workers

• Give the definition in the 89 Framework Directive  (89/391/EEC) of: 
a worker as “any person employed by an employer, including trainees and apprentices 
….”; and 
an employer as “any natural or legal person who has an employment relationship with 
the worker and has responsibility for the undertaking and/ or establishment”;

• Does the Platform Company have an employee-worker relationship with a person (Mr. A) 
whose name is on the account with the Platform Company?

• Does the Platform Company have an employee-worker relationship with a person (Mr. B) who 
actually carries the work at the direction of the Platform Company but is not the person named 
on the account. 

• If the answer to either of the above question is “yes”, then can either Mr. A or Mr. B be truly 
considered to be “self-employed”?



Our Own 2005 Act

“employer”, 
• (a) means the person with whom the employee has entered into or for whom the 

employee works under a contract of employment,
• (b) includes a person under whose control and direction an employee works,

“employee”
• means a person who has entered into or works under a contract of employment and 

includes a fixed-term employee and a temporary employee and references, in relation 
to an employer, to an employee shall be construed as references to an employee 
employed by that employee



•Draft new Machinery Directive
•Draft Regulation of Artificial Intelligence   
(Artificial Intelligence Act)

•Draft Directive on improving working conditions 
in platform work  

•Cybersecurity Regulation



Draft New Machinery Regulation

• Special requirements now apply to machineries/machinery 
parts that "have embedded systems with fully or partially 
self-evolving behaviour using machine learning approaches",

• Manufacturers must take appropriate measures (now 
explicitly required by law) to ensure the security of their 
machinery against potential cyber threats and protection 
against interference



Draft New AI Legislation 

• On 14 June 2023, MEPs adopted Parliaments negotiating 
position on the AI Act. The talks will now begin with EU 
countries in the Council on the final form of the law.

• The aim is to reach an agreement by the end of this year.



Unacceptable risk

• Unacceptable risk AI systems are systems considered a 
threat to people and will be banned. They include:

• Cognitive behavioural manipulation of people or specific 
vulnerable groups: for example voice-activated toys that 
encourage dangerous behaviour in children

• Social scoring: Classifying people based on behaviour, socio-
economic status or personal characteristics

• Real-time and remote biometric identification systems, such as 
facial recognition



High Risk
Negatively affect safety or fundamental rights 
• 1) AI systems that are used in products falling under the EU’s product safety legislation. This 

includes toys, aviation, cars, medical devices and lifts.
• 2) AI systems falling into eight specific areas that will have to be registered in an EU database:

1. Biometric identification and categorisation persons
2. Management and operation of critical infrastructure
3. Education and vocational training
4. Employment, worker management and access to self-employment
5. Access to and enjoyment of essential private services and public services and benefits
6. Law enforcement
7. Migration, asylum and border control management
8. Assistance in legal interpretation and application of the law

• All high-risk AI systems will be assessed before being put on the market and also throughout 
their lifecycle.



• Generative AI

• Generative AI, like ChatGPT, would have to comply with 
transparency requirements:

• Disclosing that the content was generated by AI
• Designing the model to prevent it from generating illegal 

content
• Publishing summaries of copyrighted data used for training



Draft New Directive Platform Work 
• On 9 December 2021, the Commission submitted a proposal for a 

Directive on improving the working conditions in platform work. The 
proposal seeks to: 

1. Improve the working conditions of platform workers by facilitating 
the correct determination of their employment status

2. Improve the protection of the personal data of persons performing 
platform work by improving transparency, fairness and 
accountability in the use of automated monitoring or decision-
making systems

3. Improve the transparency of platform work and put certain 
remedies and enforcement measures in place



EU Cybersecurity Act
• What is the EU Cybersecurity Act?
• Regulation (EU) 2019/881 on ENISA and on information and 

communications technology cybersecurity certification and repealing 
Regulation (EU) No 526/2013 (the EU Cybersecurity Act) has two 
functions:

1.Granting a permanent mandate to ENISA (the European Union Agency 
for Network and Information Security); and

2.Setting out a European cyber security certification framework for ICT 
(information and communications technology) products, services and 
processes.



• Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT 
AND OF THE COUNCIL amending Regulation (EU) 2019/881 as 
regards managed security services 

• Some Member States have already begun adopting certification 
schemes for managed security services. There is therefore a growing 
risk of fragmentation of the internal market for managed security 
services owing to inconsistencies in cybersecurity certification schemes 
across the Union. This proposal enables the creation of European 
cybersecurity certification schemes for those services to prevent such 
fragmentation. 



Positives
• Technology used to increase safety
• Reduction in certain types of strenuous work 
• Reduction in in repetitive work
• Platform work can offer more flexibility, employment 

opportunities and additional income to people who might find 
it difficult to enter the traditional labour market













Negative Effects
• For Platform Workers, lack of infrastructure concerning the 

presence of facilities for the bike couriers, e.g. toilets, 
washing facilities, showers and possibilities to change 
clothes is problematic

• Psychological impacts like anxiety, anger or depression 
which has a potential to cause workers to absent themselves 
from work

• “Black Box” where it’s impossible to analyse the steps being 
taken by AI  









•Future Move towards analysis of “White Collar” 
workers

•Monitoring of time in front of screen
•Keystrokes
•Keyboard activity



Summary

•Potential for change is limitless
•All change associated with technology is not 
necessarily positive

• In many respects, true artificial thinking 
intelligence appears to be a distance into the 
future
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Short poll



1989 – fall of the Berlin Wall

Ireland
• Safety Health & Welfare at Work Act 1989

Europe
• European Framework Directive on Safety and Health at Work (Directive 89/391 

EEC)

• ‘Risk assessment’ 
Global
• March 12 – Tim Berners-Lee produced the proposal document that would 

become the blueprint for the World Wide Web



International Labour Organization 2019

‘Safety and health at the heart of the future of work’

• Challenges and opportunities
• Technology

• Demographics

• Sustainable development and OSH

• Changes in work organisation

• Responding to these challenges
• Anticipation of new OSH risks 

• Multidisciplinarity in managing OSH

• Building competence on OSH

• Widening the horizon: The link to public health

https://www.ilo.org/global/topics/safety-and-health-at-work/events-training/events-meetings/world-day-for-safety/WCMS_724000/lang--en/index.htm


Safe and healthy work in the digital age 

5 priority areas give structure to the campaign

1. Digital platform work

2. Advanced robotics and artificial intelligence

3. Remote work

4. Smart digital systems

5. Worker management through artificial intelligence



Digital platform work
1. 39% Taxi driver

2. 24% Food delivery

3. 19% Home services

4. 7% Professional services 

5. 6% Freelancers

6. 3% Domestic work

7. 2% Micro tasking



Advanced robotics & artificial intelligence



Remote work

Occupational Safety and Health Guidance on Remote Working (HSA)

• 3 steps

1. Work activity

2. Identification of hazards and assessment of risk

3. Monitor, review and communicate with employees regularly

https://www.hsa.ie/eng/topics/remote_working/remote_working_guidance.pdf


Smart digital systems – EU-OSHA

Smart digital systems – 3 new policy briefs

1. Types, roles and objectives

• https://habitushealth.net/

• https://www.fyld.ai/

• https://safe365global.com/

2. Optimising the uptake

3. Opportunities & challenges

https://osha.europa.eu/en/highlights/new-technologies-safer-and-healthier-workers-potential-smart-digital-systems
https://habitushealth.net/
https://www.fyld.ai/
https://safe365global.com/


Worker management through artificial intelligence

• Definitions

• ‘worker management refers to a process of overseeing and governing 

employees to better achieve organisational goals, such as increasing 

productivity and efficiency, decreasing employee turnover, and ensuring 

workers’ health and safety’. 

• ‘…artificial intelligence system” (AI system) means software that is 

developed with one or more of the techniques and approaches and can, for a 

given set of human-defined objectives, generate outputs such as content, 

predictions, recommendations, or decisions influencing the environments 

they interact with’. 

https://osha.europa.eu/sites/default/files/summary-artificial-inteligence-worker-management-EN_0.pdf


Mary Ward & technology  
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Introduction
Background / Defining Remote Work

CSO Statistics

Background to the Guidance and Checklist

Roles and Responsibilities

Remote Working Assessment

Resources for Employers and Employees



Background to Guidance

Work-Life Balance and Miscellaneous Provisions 
Act 2023 (Right to Work Remotely)

Stakeholder Engagement (Internal +External) 
COVID and remote working

Employers are responsible for implementing 
legislation – guidance developed to assist with this

Health and Safety and Welfare at Work Act (2005)

Health and Safety and Welfare at Work General 
Application Regulations (2007)





Future Jobs Ireland focuses on five 
pillars, namely: 
• Embracing Innovation and Technological 

Change 
• Improving SME Productivity 
• Enhancing Skills and Developing and 

Attracting Talent 
• Increasing Participation in the Labour Force 
• Transitioning to a Low-Carbon Economy



CSO Pulse Survey / Principles



Roles and Responsibilities

The responsibility for safety and health at work rests with the employer 
regardless of whether an employee works remotely or at the employer’s 
premises. 

Employers must provide a safe work environment and, in doing so, assess the risks 
and ensure appropriate controls are place to safeguard employees at work. 

Employees working remotely have a responsibility to take reasonable care while at 
work, and must:

• Co-operate with their employer and follow agreed safety procedures,
• Protect themselves from harm during their work; for example, use any equipment provided correctly and 

report any defects immediately to the employer, and
• Report any injury arising from the work activity to their employer immediately.



Remote Working Assessment

A Remote Work Assessment refers to the assessment 
carried out by a competent and trained assessor of
the employee’s identified workplace.

A competent person is someone with sufficient 
training, experience and knowledge who can carry 
out the assessment.



Checklist – 3 Steps



Step 1: Work Activity

Step 1 – Looks at the work activity.

This includes two sections:

• Section 1: Employee Information
• Section 2: Workplace Equipment

Identify primary remote work location 

Identify the type of work to be 
undertaken remotely and what 
equipment and resources are required.



Step 2: Assessment of Hazards

Step 2 - Addresses the assessment of 
hazards.

This includes three sections: 
• Section 3: Work Environment
• Section 4: Workstation including Display 

Screen Equipment (DSE) and work 
equipment

• Section 5: Communication, consultation and 
accident reporting



Step 2: Assessment of Hazards



Step 3: Monitor, review and communicate
with employees regularly
Step 3 -Addresses reporting requirements. 

This includes two sections: 
• Section 6: Records Management
• Section 7: Additional Information or Notes
It is important to capture any identified 
corrective actions and to ensure that follow up 
measures are actioned

The remote working assessment needs to be 
reviewed on a regular basis and this can vary 
depending on the type of remote working 
location(s) and frequency of remote work.



Further Assessment



Psychosocial 

Managing Hazards in the Workplace
• Fixed base office
• Remote work location

Psych – Mindset of the individual

Social – Work environment
• Culture
• Communication
• New ways of working



Remote Working Resources



BeSMART.ie - Overview



Remote Working Resources

HSA.ie hsalearning.ie
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